Plio–Pleistocene climate evolution: trends and transitions in glacial cycle dynamics
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Abstract

We describe the evolution of climate system dynamics by examining the climate response to changes in obliquity and precession over the last 5.3 Myr. In particular, we examine changes in the shape of glacial cycles and the power of obliquity and precession response in benthic δ18O. When the exponential trend in δ18O variance is removed, its spectral power exhibits strong, proportional responses to amplitude modulations in orbital forcing over most of the Plio–Pleistocene. Precession responses correlate with modulations in forcing for the last 5 Myr, but 41-kyr response is sensitive to obliquity modulation only before 1.4 Myr. Where responses are sensitive to modulations in forcing, we demonstrate that glacial cycles are orbitally forced rather than being self-sustained or paced by orbital changes. The shapes of glacial cycles have several nonlinear properties, which may be indicative of glacial-interglacial differences in climate sensitivity or response time. The “saw-tooth” asymmetry of glacial cycles first appears shortly after the onset of major northern hemisphere glaciation, and the relative duration of interglacial stages decreases at 1.4 Myr. Collectively, trends in the shape of glacial cycles and the sensitivity of δ18O to obliquity and precession are suggestive of major transitions in climate dynamics at approximately 2.5 and 1.4 Myr but show no significant change associated with the appearance of strong 100-kyr cycles during the mid-Pleistocene transition.

© 2006 Elsevier Ltd. All rights reserved.

1. Introduction

1.1. Plio–Pleistocene climate change

Long-term trends of climatic cooling and increasing glacial cycle amplitude during the Plio–Pleistocene are suggestive of significant changes in the dynamics of the climate system, but the cause of these trends and the specific changes in glacial dynamics associated with them are poorly understood. Most Plio–Pleistocene climate research has focused on two relatively abrupt climate transitions, the onset of major northern hemisphere glaciation at approximately 2.7 Myr and the mid-Pleistocene transition (MPT) when the dominant periodicity of glacial response changes from 41 to ~100 kyr. However, the causes of even these well-studied transitions in glacial cycle dynamics remain uncertain.

For example, the tectonic closure of the Isthmus of Panama (Keigwin, 1982; Maier-Reimer et al., 1990), Tibetan uplift (Raymo et al., 1988; Rea et al., 1998), restriction of the Indonesian seaway (Cane and Molnar, 2001), shoaling of the thermocline (Philander and Fedorov, 2003), obliquity modulation (Haug and Tiedemann, 1998; Maslin et al., 1998), and changes in North Pacific stratification (Haug et al., 1999; Sigman et al., 2004) have all been proposed as mechanisms for the initiation of northern hemisphere glaciation. A long-term cooling trend is often considered responsible for the change in glacial dynamics at the MPT. Mechanisms proposed for this transition include changes in sea ice formation (Tziperman and Gildor, 2003; Ashkenazy and Tziperman, 2004), a switch from terrestrial to marine ice margins in Antarctica (Raymo et al., 2006), a gradual increase in the insolation threshold for ice-sheet ablation (Raymo, 1997; Paillard, 1998; Berger et al., 1999; Huybers, 2006), and changes in ice-sheet stability due to the gradual erosion of North American regolith (Clark and Pollard, 1998). A better description of glacial response changes throughout the
Plio–Pleistocene could help constrain the possible causes of change in climate dynamics.

1.2. Outline

We quantify the evolution of glacial cycle dynamics over the Plio–Pleistocene using several characteristics of the climate response to cyclic changes in the Earth’s orbital configuration. Climate responses to obliquity and precession are traditionally considered linear (e.g., Hagelberg et al., 1991; Imbrie et al., 1992; Tiedemann et al., 1994) because many climate records covary with insolation changes due to these orbital parameters, usually with a small phase lag. Such a linear response would be ideal for identifying changes in the climate system because it implies a simple relationship between the climate’s input and output. However, several recent studies (e.g., Ashkenazy and Tziperman, 2004; Huybers and Wunsch, 2004; Huybers, 2007) have proposed that obliquity and/or precession responses are strongly nonlinear for some or all of the last 5 Myr. By developing a detailed comparison of orbital forcing and climate response, we can better constrain the physics of glacial dynamics and the sources of long-term trends and transitions in climate response.

Below we present our strategy of comparing obliquity and precession forcing with a global climate signal in order to reconstruct changes in glacial cycle dynamics. Section 2 provides details about the record used as a proxy for global climate response. We then measure power in the frequency bands of obliquity and precession (Section 3) as well as two metrics of glacial cycle shape (Section 4) in climate forcing and response. Section 5 uses these observations to classify the dynamics of obliquity and precession responses. Section 6 discusses the implications of observed trends and transitions for the evolution of Plio–Pleistocene glacial cycle dynamics. Finally, we summarize our findings in Section 7.

1.3. Glacial cycle dynamics

In this study, we analyze the dynamics of the climate system as a whole by comparing orbital forcing inputs with a single global “output.” The inputs used are the orbital parameters of obliquity and precession (Laskar et al., 1993), which control both the spatial and seasonal distribution of incoming solar radiation. The output, benthic δ¹⁸O, is intended as a measure of mean climate state (see Section 2) and results from the complex interactions of many climate system components responding to changes in the inputs. In the context of this highly simplified conceptual model, obliquity and precession responses are typically considered linear.

Here, the term linear is a simplification referring to the ability of a linear system to describe climate response on a particular timescale (King, 1996). We adopt this definition for the following discussion but acknowledge that many aspects of climate response are nonlinear. For example, the Milankovitch theory that glacial cycles are driven by summer insolation at 65°N relies on a well-known nonlinearity in the sensitivity of ice sheets to insolation over the annual cycle (e.g., Denton et al., 2005). Positive feedbacks, such as those involving ice albedo or greenhouse gas concentrations, provide additional sources of nonlinearity in the climate system. The reader is referred to King (1996) for an extensive discussion on how to identify linear and nonlinear responses in climate data.

If the climate system were a stationary linear system, the amplitude modulation and cycle shape of its input and output would match. Observed differences between the input and output could result from nonlinearity or nonstationarity (i.e., changes in the system’s properties over time). We test whether obliquity and precession responses are consistent with a linear system by measuring amplitude modulation and cycle shape and determining whether any differences between the input and output are best explained by nonlinearity or nonstationarity. Because the global cooling trend and increase in glacial cycle amplitude during the Plio–Pleistocene are strongly suggestive of a nonstationary system, we attempt to identify simple relationships that resolve the differences between input and output and thereby reconstruct changes in glacial dynamics.

We also compare the observed climate response with several nonlinear climate models, which have different implications for amplitude modulation in the climate record. Piecewise linear models (e.g., Imbrie and Imbrie, 1980; Paillard, 1998) are nonlinear because the sensitivity or response time of the climate system varies as a function of climate state within the glacial cycle. These models alter the shape of glacial cycles (e.g., producing an asymmetric response), but their output is still sensitive to amplitude modulations in orbital forcing because changes in insolation directly drive climate change. In contrast, models of self-sustained variability or orbital pacing (Gildor and Tziperman, 2000; Ashkenazy and Tziperman, 2004; Huybers, 2007) display little sensitivity to the power of orbital forcing because orbital changes only trigger changes in the glacial state. Therefore, a comparison of amplitude modulation in forcing and response can determine whether a piecewise linear or orbital pacing model is more consistent with the Plio–Pleistocene climate record.

2. The climate signal

Benthic δ¹⁸O is a common proxy for high-latitude climate response because it measures changes in global ice volume and deep water temperatures, which are controlled by high-latitude surface temperatures and tend to be quite uniform. We use an average of 57 benthic δ¹⁸O records (Lisiecki and Raymo, 2005; hereafter referred to as the LR04 stack) as our climate response signal. The LR04 stack is particularly well-suited for this analysis because it is a 5.3-Myr, globally averaged record with a high signal-to-noise ratio and a resolution of 1–5 kyr.

The LR04 stack is orbitally tuned to a simple ice model (Imbrie and Imbrie, 1980) driven by June 21 insolation at
65°N (Laskar et al., 1993). However, the stack’s age model is also constrained by average sedimentation rates to prevent overtuning. The LR04 stack and age model are generally consistent with the SPECMAP stack (Imbrie et al., 1984), the depth-derived age model of Huybers and Wunsch (2004), and a 6-Myr composite of benthic δ18O records from three sites (V19-30, ODP 677, and ODP 846) (Shackleton, 1995). However, the results presented in this study are not highly sensitive to age model uncertainty because values are averaged over windows of 320 and 400 kyr. (These window sizes are selected to include an even multiple of 40-kyr cycles. In all figures, values are plotted at the center of the window over which they are calculated.)

Results are also presented for the LR04 stack with an alternate age model that has no orbital tuning. This age model is generated by assuming a constant average sedimentation rate for all component δ18O records between tie points generated by graphic correlation (Lisiecki and Lisiecki, 2002) with ~10-kyr spacing. (Ages are only fixed at the stack’s endpoints at 0 and 5.3 Myr. Sedimentation rates are set to be 9% higher from 0 to 700 kyr to compensate, in a greatly simplified way, for the effects of sediment compaction down core.) This constant sedimentation rate model differs from the LR04 age model by less than 40 kyr across the entire Plio–Pleistocene. We demonstrate that the untuned age model produces similar results for the amplitude modulation of orbital responses and the shape of glacial cycles, indicating that our conclusions are robust with respect to age model uncertainty and that they are not artifacts of orbital tuning. The results presented in this study use the original, tuned LR04 age model except where otherwise noted.

3. Amplitude modulation

There are several ways in which the climate response to orbital forcing can be quantified. One common metric is gain, which measures the ratio of response amplitude to forcing amplitude at a given frequency. The gain of a stationary linear system can be large or small but must be constant as the amplitude of forcing varies, producing a perfect correlation between the power of forcing and response. Therefore, we measure the correlation coefficient of power versus time for the frequencies of obliquity and precession as one metric of a linear response. We use the term sensitivity to distinguish the relative response power from the relative response amplitude defined by gain. In Section 3.4 we also define modulation sensitivity, which describes the amount of modulation in climate response relative to the modulation in forcing.

3.1. Detrending the response

To distinguish between a nonstationary system and a nonlinear one, we attempt to identify simple trends in sensitivity that produce a good correlation between forcing and response. This is an important step because the climate is undoubtably nonstationary over the last 5 Myr as evidenced by a long-term cooling trend and a long-term increase in glacial amplitudes. First, we find a single, long-term trend that might describe changes in the sensitivity of both obliquity and precession. Later, we consider other trends that might better describe the individual orbital responses. The ability to identify a relatively simple trend in sensitivity that produces a good correlation between forcing and response would be consistent with a nonstationary linear response and would quantify changes in the dynamics of the climate system.

The mean and variance of benthic δ18O are calculated using a 320-kyr moving window (Fig. 1) in order to identify potential long-term trends in climate system response. The mean is indicative of average global ice volume and deep-water temperature, and the variance relates to the amplitude of glacial cycles. The increase in mean δ18O is nearly linear, particularly from 2.5 to 0.8 Myr (Myr ago). The long-term trend in variance is well described over the entire Plio–Pleistocene by the exponential curve 0.22e−0.68t (where t is time in millions of years before present).

Fig. 2a illustrates changes in the spectral power of δ18O in three orbital bands, calculated by the squared fast Fourier transform (FFT) of a moving 400-kyr boxcar filter. The variance of all three orbital bands increases with time, despite the lack of a similar trend in orbital forcing. This suggests the presence of an amplifying mechanism which gradually increased the climate’s sensitivity to orbital forcing and that the variance of δ18O should be detrended before analyzing the relationship between forcing and response. We begin with the most conservative approach to detrending the data, which is to assume that all spectral bands experience the same trend in variance. In Sections 3.2 and 3.3, we evaluate other trends for obliquity and precession sensitivity based on comparisons of their individual forcing and response.

One way to detrend spectral power is to calculate the percent of variance found in each orbital band (Fig. 2b). This successfully removes the long-term trend in variance but is not ideal for characterizing the modulation of orbital responses for two reasons. First, the response in each orbital band is expected to be independent of the others, but changes in the power of one spectral band will affect the percent variance of all orbital bands. Second, in the same way that the percent variance calculation removes the overall trend in variance, it may also artificially weaken modulations.

A better detrending technique, shown in Fig. 2c, is to divide the variance in each orbital band by a smooth model of total variance, in this case the best-fit exponential curve from Fig. 1. This removes the nonstationary character of the data without allowing short-term changes in one spectral band to distort the others or weakening modulations in spectral power. In practice, the percent variance and exponentially detrended variance are fairly similar due to the presence of power outside of these orbital bands.

Fig. 3 compares the exponentially detrended power of climate response in the 41-, 23-, and 19-kyr frequency bands.
using the LR04 age model and the alternate, untuned age model with constant sedimentation rate. (Throughout this paper, unless otherwise noted, we integrate power over the frequency ranges of 1/43–1/38 kyr\(^{-1}\) for obliquity, 1/25–1/21 kyr\(^{-1}\) for the 23-kyr precession band, and 1/20–1/18 kyr\(^{-1}\) for the 19-kyr precession band.) The pattern of modulation for both age models is very similar in the 41- and 23-kyr bands if we use slightly wider frequency bands for the untuned age model (see figure caption). The power of the two age models differs slightly in the 19-kyr band, presumably due to the low signal-to-noise ratio at this frequency. Based on these comparisons, we assert that our analyses of amplitude modulation are not strongly dependent on the age model of the LR04 stack and are not an artifact of orbital tuning.

3.2. Obliquity

In Fig. 4a, the exponentially detrended 41-kyr power of \(\delta^{18}O\) is compared to normalized modulations in the power of obliquity forcing. Over the Plio–Pleistocene the two curves have a correlation \(r\) of 0.68. Before 1.4 Myr the detrended 41-kyr power of \(\delta^{18}O\) matches the modulation of obliquity power extremely well, with a correlation of 0.87 from 5.3 to 1.4 Myr. At 1.4 Myr the detrended obliquity response drops and subsequently exhibits almost no modulation, resulting in a lack of correlation \((r = 0.02)\) between the 41-kyr power of forcing and detrended response from 1.4 to 0 Myr.

Now the fit between forcing and response detrended by the exponential curve (as in Fig. 4a) is compared to the fit when response is detrended by other simple functions. First, we try modeling the increase in obliquity sensitivity as linear from 5.3 to 1.4 Myr. A linearly detrended response produces a maximum correlation in 41-kyr power from 5.3 to 1.4 Myr of 0.75 compared to 0.87 for the exponential trend. Next, we model a transition in obliquity sensitivity by using two linear trends so as to optimize the correlation between obliquity forcing and response over the entire 5.3 Myr. The best fit for this two-part linear trend is produced by an increase in
obliquity sensitivity from 5.3 to 1.8 Myr followed by a decrease from 1.8 to 0 Myr. Detrending with this sensitivity model generates a correlation of 0.71 for the entire Plio–Pleistocene and correlations of 0.79 for 5.3–1.4 Myr and 0.28 for 1.4–0 Myr. Based on the correlation coefficients, the exponential trend provides the best fit between forcing and response from 5.3 to 1.4 Myr, suggesting that the exponential form is a meaningful description of the change in obliquity sensitivity. Results based on the two-part linear trend also confirm that 41-kyr response is poorly correlated to changes in the power of forcing after 1.4 Myr. By measuring the obliquity gain of climate response as the ratio of 41-kyr amplitude in $\delta^{18}O$ and insolation, Ravelo et al. (2004) proposed that obliquity sensitivity gradually increased from 4 to 2 Myr and peaked from 2 to 0.6 Myr. Fig. 5a shows similar results when the same calculation is performed with the LR04 benthic stack, but a conceptual model of enhanced obliquity gain in the early Pleistocene does not address the fact that the amplitudes of obliquity forcing and response are uncorrelated from 1.4 to 0 Myr. This lack of correlation may indicate that obliquity is not driving 41-kyr glacial cycles after 1.4 Myr, only pacing them (see Section 5.1). Because gain would not be a physically meaningful description of climate response after 1.4 Myr if glacial cycles are no longer forced by obliquity, we propose an alternate description of obliquity sensitivity, which is illustrated in Fig. 5b. We observe an exponential increase in the obliquity gain of $\delta^{18}O$ from 5.3 to 1.4 Myr, followed by a decrease in 41-kyr response and near-zero correlation ($r = 0.04$) between the amplitudes of obliquity forcing and response from 1.4 to 0 Myr. Since 1.1 Myr, the amplitude of 41-kyr response (not detrended) is nearly constant with a mean value that is 66% of its maximum at 1.47 Myr. A local minimum in 41-kyr power occurs at ~1.2 Myr, which may be a short-term response to climate reorganization or an effect of random variability.

3.3. Precession

In the precession bands, detrending based on the exponential increase in total variance produces correlations between forcing and response of 0.49 and 0.52 in the 23- and 19-kyr bands, respectively. Although these values are smaller than the correlation for detrended obliquity response, sensitivity to precession modulation appears to persist throughout the Plio–Pleistocene. The smaller correlations for precession may result from the weak spectral power of $\delta^{18}O$ at those frequencies, which makes their measurement more susceptible to noise. However, the conservative assumption that climate sensitivity to precession follows the same trend as total variance may also be overly simplistic, as suggested by the fact that the undetrended 23-kyr power of $\delta^{18}O$ (not shown) does not display a long-term increase until about 2.5 Myr.
We construct an alternate simple model of precession sensitivity by optimizing the correlation between detrended 23-kyr response and precession forcing. In this optimal model (thick lines in Fig. 4b and c), precession sensitivity is constant before 2.5 Myr, increases by 90% at 2.5 Myr, and subsequently increases at a rate of $e^{t/10}$. (As before, $t$ is time.)

Fig. 4. Orbital forcing and benthic $\delta^{18}O$ response for (a) obliquity, (b) 23-kyr precession, and (c) 19-kyr precession. All curves are plotted with zero mean and unit standard deviation. All three responses are shown detrended by $e^{-0.68t}$ from 5.3 to 0 Myr (thin line). The 23- and 19-kyr responses are also shown detrended for a 90% increase in power at 2.5 Myr and an exponential increase of $e^{-1.0t}$ from 2.5 to 0 Myr (thick line).

Fig. 5. Obliquity gain. (a) Ravelo et al. (2004) describe an interval of maximum obliquity sensitivity from 2 to 0.6 Myr. However, the amplitudes of 41-kyr forcing and response are poorly correlated over most of this interval. (b) 41-kyr response is well modeled by an exponential increase in obliquity gain from 5.3 to 1.4 Myr and a constant 41-kyr amplitude after 1.1 Myr. (The 41-kyr amplitudes of benthic $\delta^{18}O$ and obliquity are calculated by complex demodulation and have no detrending. All curves except gain are scaled based on their standard deviation from 5.2 to 2.0 Myr and assigned a minimum value of unity. Gain is the ratio of the scaled amplitudes of $\delta^{18}O$ and obliquity.)
in Myr before present). This increases the correlation coefficient for the 23-kyr band to 0.55 for the last 5.3 Myr and to 0.73 for the last 4.5 Myr. We conclude that, unlike the 41-kyr obliquity response, precession response displays an exponential increase in sensitivity and a correlation with modulations in forcing throughout the Pleistocene.

3.4. Modulation sensitivity

Because the correlation coefficient of power versus time is not sensitive to the degree of modulation in response relative to forcing, we additionally quantify and compare the amount of modulation in both signals. We define a normalized modulation amplitude $A_{mod}$ as

$$A_{mod} = \frac{P_{max} - P_{min}}{\bar{P}},$$  

(1)

where $P_{max}$ and $P_{min}$ are power at a particular frequency measured at the times of maximum and minimum forcing within a modulation cycle. $\bar{P}$ is the mean power between the times of maximum and minimum forcing; using a short-term mean minimizes the effects of nonstationarity in the climate system. Additionally, we define modulation sensitivity as the ratio of $A_{mod}$ in response relative to forcing. A linear climate system would produce a modulation sensitivity of one. A very small modulation sensitivity would be produced by a system that has little response to changes in the power of forcing, such as models in which glacial cycles are only paced by orbital forcing. Finally, modulation sensitivities much larger than one could indicate the presence of positive feedbacks, which increase the climate’s sensitivity as the power of forcing increases.

Although the amplitudes of Plio–Pleistocene obliquity cycles are fairly small, with obliquity ranging only from 22 to 24.5° (Laskar et al., 1993), the amplitude modulation of obliquity is quite strong. For example, the amplitude of obliquity cycles varies by a factor of five from 3.1 to 2.5 Myr, with minimum and maximum amplitudes of 0.25° and 1.25° respectively. In Table 1, we quantify $A_{mod}$ and the modulation sensitivity for each of the five cycles of obliquity modulation in the Plio–Pleistocene. For both the unmodified and exponentially detrended obliquity responses, the modulation sensitivity of each cycle before 1.4 Myr is greater than or approximately equal to one. After 1.4 Myr the modulation sensitivity drops to near zero indicating a lack of sensitivity to forcing modulation.

Table 1 also provides the average modulation sensitivity for the 23- and 19-kyr precession bands calculated for both the unmodified response power and the response detrended by $e^{-0.01t}$ from 2.5 to 0 Myr. To compensate for the lower signal-to-noise ratio in precession response, we calculate the average modulation sensitivity from the ratio of $A_{mod}$ for each modulation from 4.5 to 0 Myr (10 values in the 23-kyr band and 4 in the 19-kyr band). The modulation sensitivity of 1.1 in the 19-kyr band is consistent with a linear response, and the modulation sensitivity of 1.8 in the 23-kyr band is slightly higher than expected for a linear response. However, both values are consistent with direct forcing by precession (see Section 5.1).

4. Glacial cycle shape

Changes in climate dynamics are also suggested by changes in the shapes of glacial cycles. Cycle shapes are first measured in terms of asymmetry (Fig. 6) by comparing the average rates of warming and cooling in 320-kyr windows. These rates are calculated by separately averaging the positive and negative slopes of $\delta^{18}O$ over each 4-kyr interval that shows a trend of at least ± 0.01% kyr$^{-1}$. Not surprisingly, the average rates of both warming and cooling increase as the amplitudes of glacial cycles increase. In the early and mid-Pliocene the absolute values of the two slopes are nearly identical, but beginning at 2.5 Myr the rate of deglaciation usually exceeds the rate of ice sheet growth (Fig. 6a). Several other studies (Raymo, 1992; Ashkenazy and Tziperman, 2004; Liu and Herbert, 2004; Huybers, 2007) have also observed asymmetry in late Pliocene and early Pleistocene glacial cycles. This asymmetry (measured as the ratio of deglacial to glacial slope in Fig. 6b) tends to increase with time, eventually creating the pronounced saw-tooth shape of late Pleistocene glacial cycles. The development of this asymmetry is most likely due to a change in the internal dynamics of the climate system because asymmetry is not found in any orbital or insolation curves.

Skewness is another metric of cycle shape, in this case measuring the relative duration of glacials and interglacials, with positive skewness indicating that interglacial conditions (defined by lighter than average values of $\delta^{18}O$) persist longer than glacial conditions (greater than average values of $\delta^{18}O$). Skewness is defined as the third central moment of a probability distribution and is calculated for a variable $X$ by $E((X-E(X))^3)$, where $E(X)$ denotes the expectation value or mean of $X$. Fig. 7 shows the skewness (measured in a 320-kyr moving window) of benthic $\delta^{18}O$ with both age models and of the simple ice model (Imbrie and Imbrie, 1980) used to tune the LR04 age model. Obliquity, precession, and 21 June insolation at 65°N all have zero skewness.

Large, positive skewness is observed in $\delta^{18}O$ from 4.2 to 1.6 Myr, indicating that Pliocene climate was dominated by interglacial conditions. At 1.5 Myr skewness displays a step-like decrease, after which its average value is slightly negative. This is due to a decrease in the average duration of interglacials relative to glacials. Because the skewness calculation compares $\delta^{18}O$ values to their average within each 320-kyr window, this decrease in skewness is not an artifact of the long-term increase in $\delta^{18}O$. In a lower resolution study, Hagelberg et al. (1991) also observed a negative trend in the skewness of $\delta^{18}O$ since 2 Myr.
5. Dynamics of orbital responses

5.1. Constraints of amplitude modulation

Comparing the amplitude modulation of obliquity and precession with the modulation of 41-, 23-, and 19-kyr power in δ18O provides insight into the mechanisms generating these responses. In this section, we evaluate whether glacial responses are driven directly (and possibly linearly) by obliquity and precession, only paced by orbital change (e.g., Ashkenazy and Tziperman, 2004; Huybers, 2007), or produced as nonlinear combinations of other frequencies (e.g., Huybers and Wunsch, 2004). Direct orbital forcing should be distinguishable from these nonlinear indirect mechanisms based on the modulation sensitivity of climate response.

Sections 3.2 and 3.3 demonstrate the good correlation between modulations in forcing and detrended response for obliquity and precession over most of the Plio–Pleistocene, and Section 3.4 measures the climate’s sensitivity to these modulations. A linear climate system would have a modulation sensitivity of 1 because the percent change in the power of response would match the percent change in forcing. Self-sustained oscillations, which are only paced by orbital cycles, would have little or no response to changes in the power of forcing and hence a very small modulation sensitivity. Similarly, a response generated by the nonlinear interactions of other frequencies would have an average modulation sensitivity near zero because the amplitudes of climate response and orbital forcing would not be correlated. For example, if 23-kyr response is generated by the nonlinear interaction of 41- and 100-kyr cycles

<table>
<thead>
<tr>
<th>Cycle (kyr)</th>
<th>Time (Myr)</th>
<th>Unmodified δ18O Amod</th>
<th>Orbital Amod</th>
<th>Unmodified sensitivity</th>
<th>Detrended sensitivitya</th>
</tr>
</thead>
<tbody>
<tr>
<td>41</td>
<td>4.9–4.2</td>
<td>0.81</td>
<td>0.92</td>
<td>0.87</td>
<td>1.09</td>
</tr>
<tr>
<td></td>
<td>4.2–3.7</td>
<td>0.80</td>
<td>0.62</td>
<td>1.29</td>
<td>1.08</td>
</tr>
<tr>
<td></td>
<td>3.2–2.4</td>
<td>0.81</td>
<td>0.70</td>
<td>1.15</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>1.8–1.4</td>
<td>0.60</td>
<td>0.40</td>
<td>1.50</td>
<td>1.22</td>
</tr>
<tr>
<td></td>
<td>1.3–0.8</td>
<td>–0.12</td>
<td>0.57</td>
<td>–0.21</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>0.8–0.3</td>
<td>–0.04</td>
<td>0.68</td>
<td>–0.06</td>
<td>–0.33</td>
</tr>
<tr>
<td>23</td>
<td>4.5–0c</td>
<td>0.46</td>
<td>0.27</td>
<td>1.77</td>
<td>1.78</td>
</tr>
<tr>
<td>19</td>
<td>4.5–0c</td>
<td>0.75</td>
<td>0.74</td>
<td>1.06</td>
<td>1.07</td>
</tr>
</tbody>
</table>

a41-kyr response detrended by e^(-0.68t) from 5.3 to 0 Myr. 23- and 19-kyr responses detrended by e^(-1.0c) from 2.5 to 0 Myr. (Detrended Amod not shown).

bNormalized amplitude of power modulation, see Section 3.4.

cAverage values for all modulations in age range.

Fig. 6. Glacial asymmetry. (a) Absolute values of warming (deglaciation) and cooling (glaciation) slopes averaged over 320-kyr windows using the LR04 age model. (b) Asymmetry (absolute value of warming slope divided by cooling slope) for the δ18O record using both the LR04 and constant sedimentation rate age models. Also shown is the asymmetry produced by two piecewise linear ice models, the Imbrie and Imbrie (1980) model with nonstationary parameterizations (Lisiecki and Raymo, 2005) and the 2-Myr nonstationary model of Paillard (1998).
(1/41 + 2/100 = 1/23) as proposed by Huybers and Wunsch (2004), the 23-kyr power of \( \delta^{18}O \) would be uncorrelated to precession modulation (if the 100-kyr cycle is also independent of precession as that study suggests). Directly forced, nonlinear systems can have different modulation sensitivities depending on whether feedbacks in the climate system amplify (large sensitivity, positive feedbacks), suppress (small sensitivity, negative feedbacks), or respond proportionally to (sensitivity of \( \sim 1 \), weak feedbacks) changes in the amplitude of forcing.

Here we specifically consider the hypothesis of Ashkenazy and Tziperman (2004) that 41-kyr glacial cycles in the late Pliocene and early Pleistocene were generated by self-sustained variability. Their study demonstrates that a nonlinear sea-ice switch model (Gildor and Tziperman, 2000; Tziperman and Gildor, 2003) can produce asymmetric 41-kyr cycles with almost no obliquity forcing. A small obliquity term in the model constitutes 10% of the forcing in the ice-sheet mass balance equation and allows obliquity to control the timing of glacial terminations via the mechanism of nonlinear phase locking. The authors find that similar glacial cycles can also be produced when the model is driven by 21 June insolation at 65°N.

The 41-kyr sea-ice switch model has a modulation sensitivity of only 0.31 for the 41-kyr power of ice volume when driven by obliquity. When driven by insolation, the model’s sensitivity to obliquity modulation is surprisingly high at 1.17. This is because when obliquity forcing is weak, the duration of glacial cycles becomes more variable due to the greater relative influence of precession. If the 41-kyr band is expanded to 1/55–1/38 kyr\(^{-1}\), the modulation sensitivity of model response is reduced to 0.30. In contrast, expanding the frequency band for \( \delta^{18}O \) response has little effect on its modulation sensitivity to obliquity, changing the average value from 1.20 to 1.05 for the interval 5.3–1.4 Myr. We conclude that the small modulation sensitivity to obliquity in the sea ice switch model is inconsistent with the climate’s modulation sensitivity before 1.4 Myr. However, the initiation of self-sustained variability could be responsible for the near-zero modulation sensitivity to obliquity after 1.4 Myr.

For precession the modulation sensitivity of benthic \( \delta^{18}O \) is 1.1 for the 19-kyr band and 1.8 for the 23-kyr band (Table 1). The different values for the two frequencies of precession are difficult to explain, but as previously noted, weak precession responses are much more susceptible to measurement error. Regardless, the correlation of power in forcing and detrended response (Fig. 4) and the modulation sensitivities greater than one confirm that precession responses are directly forced either linearly or with nonlinear positive feedbacks. This response is not consistent with pacing by precession or with nonlinear combination tones of 100- and 41-kyr cycles (unless the amplitude of 100-kyr response is affected by precession modulation).

### 5.2. Constraints of cycle shape

Changes in glacial shapes are diagnostic of a change in climate dynamics unless they are externally forced or result from systematic age model errors. As described in Section 4, no changes in the asymmetry or skewness of orbital forcing occur during the last 5 Myr. The artificial distortion of glacial cycle shapes by overtuning is ruled out because the same glacial shapes are observed in the untuned age model with constant average sedimentation rate (Figs. 6b and 7). The asymmetry of early Pleistocene cycles is also observed in other studies (Raymo, 1992; Ashkenazy and Tziperman, 2004; Huybers, 2007) using different age models and different methods of quantifying asymmetry. However, glacial cycle shapes in all of these age models could potentially be distorted if sedimentation rates varied consistently and globally on glacial–interglacial timescales.
For the following discussion changes in the shapes of glacial climate response are judged to be more likely than large, orbital-scale changes in global sedimentation rates. However, changes in cycle asymmetry or skewness resulting from changes in sedimentation rates would still be indicative of some change in climate dynamics.

The presence of asymmetry and/or skewness in glacial cycles over most of the climate record requires some nonlinearity in orbital responses throughout the Plio–Pleistocene. (Prior to 1 Myr this nonlinearity presumably applies to obliquity responses because 41-kyr power dominated the climate record.) Asymmetric responses to symmetric forcing are found in many nonlinear models of climate response. Ashkenazy and Tziperman (2004) attribute glacial asymmetry to self-sustained variability, but that model is inconsistent with the modulation sensitivity of obliquity responses before 1.4 Myr. In contrast, piecewise linear models (e.g., Imbrie and Imbrie, 1980; Paillard, 1998) can produce asymmetric responses that also exhibit a modulation sensitivity of ~1. Therefore, we propose that obliquity responses before 1.4 Myr are best described by piecewise linear climate models.

Several lines of evidence support the traditional view that saw-tooth asymmetry in glacial cycles is generated by different response times for the growth and decay of northern hemisphere ice sheets (e.g., Imbrie and Imbrie, 1980; Paillard, 1998; Clark et al., 1999). (i) The appearance of glacial asymmetry is approximately coeval with the onset of major northern hemisphere glaciation. (ii) Glacial asymmetry is observed before 1.4 Myr, while cycle amplitudes display a proportional response to obliquity modulation. (iii) Asymmetric responses are observed on both millennial (e.g., Grootes et al., 1993; MacAyeal, 1993) and orbital timescales. (iv) Glacial dynamics includes many mechanisms that allow for rapid ice sheet decay (e.g., Clark et al., 1999; Tarasov and Peltier, 2004), including basal sliding, iceberg calving, a nonlinear sensitivity to temperature, and a positive feedback with sea level. Conversely, long-term ice sheet growth is slowed by a negative feedback between ice sheet height and accumulation rate and by millennial-scale Heinrich and Dansgaard-Oeschger-like events (e.g., MacAyeal, 1993; Marshall et al., 2000), which have also been observed in 41-kyr glacial cycles (Raymo et al., 1998).

A piecewise linear climate response can also create skewness in glacial cycles. The large, positive skewness of δ¹⁸O before ~1.4 Myr might result from a reduced sensitivity to insolation during interglacial conditions. For example, warm temperatures could prevent northern ice sheets from growing before high-latitude summer insolation falls below some critical threshold (Raymo, 1997), allowing interglacial conditions to persist for more than half of an obliquity cycle. Such rectification can create skewness in the δ¹⁸O record with minimal disruption to modulation sensitivity. At about 1.4 Myr the relative duration of interglacial stages decreases and the skewness of glacial cycles becomes slightly negative. Because this change is approximately coeval with the sudden decline in modulation sensitivity to obliquity, it is likely the result of a significant change in climate dynamics.

Figs. 6 and 7 show the asymmetry and skewness generated by two piecewise linear models of ice volume (Imbrie and Imbrie, 1980; Paillard, 1998). Although these models generate nonlinear cycle shapes, a different model or set of parameterizations is needed to reproduce the asymmetry and skewness observed in the Plio–Pleistocene climate record.

We conclude that both the asymmetry and skewness of glacial cycles before 1.4 Myr are consistent with a piecewise linear climate response. Although, such a response is nonlinear, the glacial dynamics of the climate system do share some characteristics with a linear response, most notably a proportional response to changes in the power of orbital forcing. Because 41-kyr responses before 1.4 Myr and 23-kyr responses throughout the Plio–Pleistocene appear to be directly driven by orbital forcing, we conclude that the comparison of these responses with obliquity and precession forcing can be used reconstruct changes in climate sensitivity.

6. Trends and transitions

We find that global cooling, climatic variance, sensitivity to orbital forcing, and glacial asymmetry are all well described by long-term trends over most of the Plio–Pleistocene. The importance of long-term trends in the evolution of Plio–Pleistocene climate response is also supported by Huybers (2007) using a different δ¹⁸O stack. The Huybers stack spans 2 Myr, is the average of 4–14 δ¹⁸O records with a lower resolution alignment, and has an age model based solely on the assumption of constant average sedimentation rate between paleomagnetic age constraints. Using a 200-kyr sliding window, Huybers finds linear trends in the mean, standard deviation, asymmetry, and weighted average frequency of the 2-Myr δ¹⁸O stack. Our results also show approximately linear trends in mean, variance, and asymmetry (measured with a different statistic) when examined over the last 2 Myr. However, we find that an exponential slope is necessary to describe the trend in δ¹⁸O variance since 5 Myr. Exponential trends in obliquity and precession sensitivity despite a linear trend in mean δ¹⁸O suggest that climate sensitivity to a range of forcings may be exponentially dependent on mean climate state.

Glacial cycle shapes and the power of obliquity and precession responses suggest two major transitions in climate system dynamics during the Plio–Pleistocene. However, the abruptness and exact timing of these transitions are not well constrained due to the relatively large window sizes necessary to compensate for signal noise and age model uncertainty. (One exception is the decrease in 41-kyr response relative to obliquity forcing, which occurs within a single obliquity cycle from 1.44 to 1.4 Myr.) The first major climate transition is approximately coeval with the
onset of major northern hemisphere glaciation (NHG) at \( \sim 2.7 \) Myr. The second and possibly more significant climate transition occurs in the early Pleistocene at \( \sim 1.4 \) Myr. The MPT to 100-kyr glacial cycles at \( \sim 0.8 \) Myr does not correspond to any large change in glacial cycle shape, obliquity response, or precession sensitivity.

### 6.1. Onset of Northern Hemisphere glaciation

Precession sensitivity and the asymmetry of glacial cycles begin to increase some time between 3 and 2.5 Myr, and the onset of major NHG occurs at \( \sim 2.7 \) Myr. Because glacial asymmetry, precession sensitivity, and the size of northern hemisphere ice sheets all begin increasing trends at \( \sim 2.7 \) Myr, the onset of NHG appears to be associated with the start of a gradual change in the dynamics of glacial cycles. We propose that glacial asymmetry and precession sensitivity are either controlled by the dynamics of the northern ice sheets directly or by the same factor which determines the glacial maximum in northern ice volume.

The fact that precession sensitivity begins to increase at \( \sim 2.7 \) Myr while obliquity continues along a single exponential trend from 5.3 to 1.4 Myr suggests that the dynamics of precession and obliquity response differ. Several studies (e.g., Philander and Fedorov, 2003; Raymo and Nisancioglu, 2003; Raymo et al., 2006; Huybers, 2006) have proposed disparate responses to precession and obliquity based on the particular effects they have on the seasonal and latitudinal distribution of insolation. Unlike obliquity, precession forcing is out-of-phase across hemispheres and acts only on the seasonal distribution of insolation, not the annual average. Obliquity and precession responses in benthic \( \delta^{18}O \) may also differ in their ratios of ice volume change to deep water temperature change (e.g., Shackleton, 2000; Lisiecki and Raymo, 2005).

The correlation between northern hemisphere ice sheet size and precession sensitivity is consistent with any theory in which precession response scales with the overall variability of northern hemisphere ice volume. However, models must also explain the different trends in sensitivity for obliquity and precession. The piecewise linear models of Imbrie and Imbrie (1980) and Paillard (1998) cannot reproduce the climate’s differential responses to obliquity and precession because they are forced by a single insolation curve. An additional level of complexity is required to capture this aspect of Plio–Pleistocene climate evolution.

Raymo et al. (2006) propose a model consistent with the observed trends in obliquity and precession sensitivity. In this model ice volume from each hemisphere responds to local insolation, creating out-of-phase precession responses during the Pliocene and early Pleistocene. Before the appearance of large northern hemisphere ice sheets, the out-of-phase precession responses in the north and south nearly balanced out, leaving the \( \delta^{18}O \) record dominated by in-phase obliquity responses. As northern ice volume increased, it began to outweigh the compensating southern response, and precession power in the global climate signal also increased. In contrast, the obliquity responses recorded by \( \delta^{18}O \) are in-phase across hemispheres. Therefore, the sum of northern and southern obliquity responses could follow one continuous exponential trend despite possible changes in the ratio of response across hemispheres.

### 6.2. Early Pleistocene transition

In this section we describe the changes observed in climate response at 1.4 Myr and discuss their implications for models of glacial cycle dynamics. The most convincing evidence for a substantial change in climate dynamics at 1.4 Myr is the switch from a directly forced obliquity response to a nonlinear one that is insensitive to obliquity modulation. Self-sustained variability paced by obliquity is one possible mechanism for generating the constant 41-kyr response after 1.4 Myr. As demonstrated in Section 5.1, the sea-ice switch model (Ashkenazy and Tziperman, 2004) is largely insensitive to the modulation of obliquity forcing.

Another change observed at 1.4 Myr is an abrupt decrease in the amplitude of 41-kyr response (not detrended, see Fig. 5b) while obliquity forcing is increasing. This suggests that the change in climate dynamics occurred rapidly and that the nonlinear 41-kyr responses after 1.4 Myr are weaker than the piecewise linear responses just before. In general, one might also expect a large change in 41-kyr dynamics to alter the phase of 41-kyr response relative to obliquity forcing. Response lags are difficult to estimate, but an abrupt shift in the relative phases of precession and obliquity is observed in \( \delta^{18}O \) at \( \sim 1.4 \) Myr (Lisiecki and Raymo, 2005). The LR04 age model assumes that obliquity phase stays approximately constant at this time while precession lag increases rapidly. However, the changes in obliquity sensitivity at 1.4 Myr may better support an alternate age model in which precession lag remains constant and obliquity lag declines. The final change observed near 1.4 Myr is a step-like decrease in the skewness of glacial cycles. The timing of this event suggests that it is related to the change in 41-kyr dynamics and may be a useful statistic with which to evaluate models of obliquity response.

In summary, the change in glacial dynamics at \( \sim 1.4 \) Myr is associated with an abrupt decline in 41-kyr power, a decrease in modulation sensitivity to obliquity, and a decrease in the relative duration of interglacials. The phase of either precession or obliquity response may change at \( \sim 1.4 \) Myr, but sensitivity to precession continues its gradual increase. We suggest that future studies attempt to identify changes in the climate system at \( \sim 1.4 \) Myr in order to constrain the mechanisms which might be responsible for this transition in obliquity response.

### 6.3. Mid-Pleistocene transition

During the increase in 100-kyr power in the mid-Pleistocene, we observe no change in obliquity dynamics
or the skewness of glacial cycles and no change in the long-term trends of precession sensitivity or glacial asymmetry. Therefore, to be consistent with the climate record, models of the MPT must be able to reproduce these features.

One possible explanation for the approximately constant 41-kyr power in δ18O over the last 1.4 Myr is that the dynamics controlling 41-kyr response are unrelated to those generating 100-kyr power since ~0.8 Myr (Fig. 2a). However, it is also possible to construct models in which 41-kyr cycles “transform” into quasi-100-kyr cycles without producing large changes in 41-kyr power. Ashkenazy and Tziperman (2004) propose that gradually declining temperatures produced a sudden shift to quasi-100-kyr cycles when the threshold for sea ice formation was reached every 2–3 obliquity cycles or 4–5 precession cycles. This model produces relatively constant 41-kyr power across the MPT when driven by pole-equator insolation gradients (dominated by obliquity) but not when driven by July insolation at 65°N. Huybers (2007) presents another model of orbital pacing in which quasi-100-kyr power increases gradually over the last 2 Myr as obliquity-paced terminations are “skipped” more frequently. This model also produces approximately constant 41-kyr power across the MPT.

Huybers (2007) supports the hypothesis of a gradual change in obliquity response with the identification of a linear, 2-Myr trend in the first moment of the power spectrum, M1, which is a weighted average of response frequency. He suggests that this trend toward lower-frequency power results from long-term changes in the climate system such as cooling or ice sheet growth. However, we find two problems with this explanation of obliquity response change. First, a gradual shift in frequency response cannot explain why glacial cycles respond to obliquity modulation before 1.4 Myr but not after. (The Huybers model of obliquity pacing is insensitive to the modulation of obliquity forcing for all of the last 2 Myr.) Second, in the LR04 stack the trend in M1 reverses at ~2 Myr due to the presence of low frequency power from 3.5 to 2.5 Myr. Therefore, the shift to lower frequencies in δ18O from 2 to 0 Myr may not be a simple response to long-term cooling or ice sheet growth. We suggest that climate records spanning at least the last 3 Myr be used when interpreting the relationship between observed climate responses and the MPT.

Despite problems with the specific 2-Myr trend in obliquity response proposed by Huybers (2007), the spectral power and shape of glacial responses alone cannot determine whether groupings of obliquity cycles have produced the strong 100-kyr power of the late Pleistocene. Another metric, such as the timing of terminations relative to orbital forcing, is needed. Huybers and Wunsch (2005) demonstrate a correlation between the timing of late Pleistocene terminations and obliquity forcing, but age model uncertainties preclude an evaluation of the role of precession in pacing the 100-kyr cycle.

7. Conclusions

A comparison of climate responses with obliquity and precession forcing reveals several important trends and transitions in the climate system during the Plio–Pleistocene. Total variance in benthic δ18O follows an exponential trend for the entire 5.3 Myr, but sensitivity to obliquity and precession forcing follow somewhat different trends. Precession response is directly forced over the entire 5.3-Myr period, but its exponential increase in sensitivity does not begin until ~2.5 Myr. Obliquity response appears directly forced with exponentially increasing sensitivity from 5.3 to 1.4 Myr, but after 1.4 Myr the 41-kyr power of glacial cycles becomes approximately constant and uncorrelated with modulations in obliquity forcing. Exponential trends in obliquity and precession sensitivity in conjunction with a linear trend in mean δ18O suggest that climate sensitivity to a range of forcings may be exponentially dependent on mean climate state.

Quantitative descriptions of glacial cycle shape demonstrate that the saw-tooth asymmetry of glacial cycles first appears at ~2.5 Myr and then gradually increases. The skewness of δ18O displays a step-like decrease at 1.4 Myr, indicating a decrease in the relative duration of interglacial conditions. Overall, climate responses to obliquity and precession in the Plio–Pleistocene appear to follow steady trends with transitions at approximately 2.5 and 1.4 Myr. No abrupt transition in glacial cycle shape or in obliquity and precession responses is observed during the appearance of 100-kyr cycles at ~0.8 Myr.

The observations of climate response presented in this study have implications for the numerous models that have been proposed to explain glacial dynamics and Plio–Pleistocene climate transitions. We find that glacial responses before 1.4 Myr are most consistent with piecewise linear models (e.g., Imbrie and Imbrie, 1980; Paillard, 1998) and suggest that future models explicitly include either the spatial or seasonal distribution of insolation to account for the different trends in obliquity and precession sensitivity over the Plio–Pleistocene. Models invoking self-sustained variability paced by obliquity (e.g., Ashkenazy and Tziperman, 2004; Huybers, 2007) may explain the lack of correlation in the 41-kyr power of forcing and response after 1.4 Myr. However, our observations cannot determine whether late Pleistocene 100-kyr power results from groupings of 2–3 obliquity cycles. To be consistent with the climate record, models of the MPT should produce no large change in 41-kyr climate response or cycle skewness after ~1.4 Myr and no change in the long-term trend of precession sensitivity. We encourage future models of Plio–Pleistocene transitions to be evaluated with respect to changes in glacial cycle shape and response power relative to orbital forcing throughout the last 5 Myr.
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